
MS 3011: Homework

Please complete one of the following homeworks.

The final date for submission is 24 April 2012. You will have full freedom in which one you
want to do and can hand up early if you want. You will be submitting to the big box at the
School of Mathematical Science. If I were you I would aim to get it done and dusted early
as this is creeping into your study time and is very close to the summer examinations.

Note that you are will be free to collaborate with each other and use references but this
must be indicated on your hand-up in a declaration. Evidence of copying or plagiarism will
result in divided marks or no marks respectively. You will not receive diminished marks for
declared collaboration or referencing although I demand originality of presentation. If you
have a problem interpreting any question feel free to approach me, comment on the webpage
or email.

Ensure to put your name, student number, module code (MS 3011), and your declaration
on your homework.

General Theory
Let S be a set and f : S → S. Define inductively

xn+1 = f(xn), n ∈ N (1)

for some choice of x0 ∈ S. Then (S, f) is a dynamical system with state space S, initial state
or seed x0 and iterator function f . The state of the dynamical system at time n is given by
xn. The orbit of a point x ∈ S is the set

orb(x) = {fk(x) : k ∈ N}, (2)

where k is the kth iterate of f , fk = f ◦ f ◦ · · · ◦ f (k times). A point xf ∈ S is said to be
fixed if f(xf ) = xf . A point xp is said to be a period n point if fn(xp) = xp. A point has
prime period n if x is not periodic for any m < n. A point x ∈ S is said to be eventually ‘P ’
if there exists a N ∈ N such that

{fN(x), fN+1(x), . . . }

has the property ‘P ’.
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1. Discrete Mathematics, Number Theory & Abstract Algebra

(a) Let S be a non-empty finite set S = {a1, a2, . . . , an} with n ≥ 2, and f : S → S.
Consider the dynamical system (S, f).

i. Prove that all elements of S are eventually periodic.

ii. Suppose that all orbits are fixed. Describe f in this case.

iii. Suppose that S contains just three elements and that f : S → S has the
property that f 2(x) = (f ◦ f)(x) = x (i.e. every point is period1 2). Prove
that f has a fixed point.

iv. Suppose that f : S → S is a function such that all of the points in S are
periodic. Define a relation on S:

x is related to y if x ∈ orb(y).

Prove that this is an equivalence relation on S.

(b) Let N be the set of natural numbers and f : N → N and consider the dynamical
system (N, f).

Find a function f : N → N such that f has no eventually periodic points.

Let g : N → N be a function with the property that g(n) > 1 and suppose that
f(n) = g(n)n. Let P be the set of primes. Prove that under the iterator function
f , for all n0 > 1, the orbit of n0 contains no prime numbers.

(c) Use the Factor Theorem to carefully prove our Fixed-Point Factor-Theorem:

Suppose that f : R → R is a polynomial. Then for all p ∈ N and n ∈ N
fp(x)− x is a factor of fnp(x)− x.

1such a function is known as an involution
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2. Probability
Consider a set X = {a, b}. Suppose there is a particle at the point a at the time t = 0.
Suppose at times t = 1, 2, . . . the particle either stays where it is or moves to the other
point ‘at random’. Let ξk : Ω → X be the random variable describing the position of
the particle at time k ∈ N. Hence the distribution of ξ0 is given by P[ξ0 = a] = 1 (i.e
the particle is at a at time t = 0 with probability 1). For p, q ∈ [0, 1], suppose we have
the following probabilities:

P[ξk+1 = b|ξk = a] = p; i.e. the probability of moving from a → b is given by p

P[ξk+1 = a|ξk = b] = q; i.e. the probability of moving from b → a is given by q

(a) Show that P[ξk+1 = a|ξk = a] = 1− p and P[ξk+1 = b|ξk = b] = 1− q.

The motion of the particle is an example of a Markov chain.

(b) Draw a labeled diagram describing the Markov chain.

(c) For the following choices of (p, q), find an iterator function f(p,q) : X → X such
that (X, f(p,q)) is a dynamical system such that fk

(p,q)(a) = ξk:

(p, q) = (1, 1), (0, 0), (1, 0), and (0, 1). (3)

(d) Explain why, for p ∈ (0, 1), there is no function g : X → X such that (X, g) is a
dynamical system such that gk(a) = ξk.

Let
θk = (P[ξk = a] P[ξk = b])

be the 1 × 2 matrix describing the distribution of ξk, i.e. the probabilities that
the particle is in position a or b when t = k.

(e) Hence show that θ0 = (1 0).

Define
S := {(x y) : x ∈ [0, 1] and y ∈ [0, 1]},

i.e. the set of probability distributions on X, so that θk ∈ S. Let P be a 2 × 2
matrix defined as

P =

(
1− p p
q 1− q

)
. (4)

(f) Show that if f : S → S is given by (matrix multiplication)

f((µ1 µ2)) = (µ1 µ2)

(
1− p p
q 1− q

)
= (µ1 µ2)P,

then θ1 = f(θ0).

(g) Also show that if θk = (µ1 µ2), then θk+1 = f(θk).

(h) Hence show that (S, f) is a dynamical system such that fk(θ0) = θk.
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3. Differential Calculus
Consider the set of real valued functions f(x) for which the nth derivative, f (n)(x),
exists at all points in R; i.e. the set of infinitely differentiable functions S = C∞(R).
Define a function D : S → S by D(f(x)) = f ′(x) and consider the dynamical system
(S, f) = (C∞(R), D) where the points are infinitely differentiable functions and the
iterator function is differentiation.

(a) Solve the differential equation D(f(x)) = f(x) to find all the fixed points of D.

(b) Show that exp(−x) = e−x is a prime period 2 point of D.

(c) Show that sin(x) is a prime period 4 point of D.

(d) Let p0 : R → R be a polynomial of degree N . Show that DN+1(p0(x)) = 0 and
hence explain why p0(x) is eventually fixed.

(e) Let f0(x) = sin(x/2). Show using induction arguments, or otherwise, that, for
k ∈ N

Dn(f0(x)) =


1
2n

sin(x/2) if n = 4k
1
2n

cos(x/2) if n = 4k + 1
− 1

2n
sin(x/2) if n = 4k + 2

− 1
2n

cos(x/2) if n = 4k + 3

.

Hence show that
lim
n→∞

fn(x) = lim
n→∞

Dn(f0(x)) = 0,

for all x ∈ R. Is f0(x) eventually fixed?

(f) Let g0(x) = xex. Find an expression for gn(x) = Dn(g0(x)) and prove that it is
correct using induction or otherwise. Prove that the orbit of g0(x), orb(g0(x))
tends to infinity in the sense that for all x ∈ R,

lim
n→∞

Dn(g0(x)) → +∞.

[HINT: Consider separately x < 0, x = 0 and x > 0]

(g) Let h0(x) = xe−x. Find an expression for hn(x) = Dn(h0(x)) and prove that it is
correct using induction or otherwise. Describe the orbit of h0(x), orb(h0(x)).

(h) Let q : R → R be any polynomial and define r0(x) = q(x) + ex. Prove that r0(x)
is eventually fixed.

(i) We can define the derivative of a complex valued function F : C → C. Let Sz be
the set of infinitely differentiable complex valued functions and, Dz : S → S the
function given by

Dz(F (z)) =
dF

dz
.

• If we define exp(z) = ez in a natural way, it turns out that for a ∈ C we have
that

deaz

dz
= aeaz.

• jth roots of unity are the complex roots of the polynomial/solutions of the
equation

zj − 1 ⇔ zj = 1.
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There are j such roots of unity by the Fundamental Theorem of Algebra and
we can show that they are all powers of a primitive root ζj:

jth roots of unity = {1, ζj, ζ2j , ζ3j , . . . , ζ
j−1
j }. (5)

ζ ∈ C is a primitive jth root if ζmj ̸= 1 for m < j.

Use these two pieces of information to construct prime period p elements in the
dynamical system (Sz, Dz) for p = 1, 2, 3, . . . .

4. Integral Calculus
Consider the initial value problem:

dy

dx
= 2xy, y(0) = 1. (6)

(a) Solve this differential equation for y = f(x) using a separation of variables.

Our analysis leads to a unique solution but it is not clear that there are not other
solutions. The answer to this question is answered in the language of dynamical
systems. Let us consider a general initial value problem

dy

dx
= F (x, y(x)), (7)

where y(x0) = y0. Here we can take F (x, y(x)) as some nice2 formula in x and
y; F (x, y(x)) = 2xy as above for example. We just want to find solutions in
some non-empty closed interval [a, b] for example I = [0, 1]. Then the boundary
condition y(x0) = y0 will be described in terms of some x0 ∈ [a, b]. Suppose we
take as an approximation to a solution the constant function φ0(x) = y0.

(b) Show that φ0(x) agrees with the solution at at least one point x ∈ [a, b].

(c) Find an example of a formula F (x, y) such that φ0(x) solves the initial value
problem.

(d) Integrate both sides of (7) from x0 → x to show that the differential equation can
be transformed/rewritten as an integral equation:

y(x) = y0 +

∫ x

x0

F (t, y(t)) dt. (8)

To generate a better approximation to the solution y(x) we plug φ0(x) = y0 into
(8) to generate a second approximation φ1(x):

φ1(x) = y0 +

∫ x

x0

F (t, φ0(t)) dt (9)

This second approximation is then put into (8) to generate a third approximation:

φ2(x) = y0 +

∫ x

x0

F (t, φ1(t)) dt (10)

and the process may be iterated.

2what it takes for a formula to be ‘nice’ involves some technical stuff that need not concern us.
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(e) Consider the initial value problem (6). Find the approximations φ0(x), φ1(x) and
φ2(x) to the solution.

(f) Now let S = {Integrable Functions : [a, b] → R}. Taking inspiration from (9) and
(10), find an expression for an iterator function Γ : S → S such that Γ(φn(x)) =
φn+1(x).

(g) Suppose that φ(x) is a fixed point of the dynamical system (S,Γ). Explain why
φ solves the initial value problem (7).

We can show that in fact if F (x, y) is ‘nice’ enough that Γ has fixed points so
that (7) has at least one solution (existence). If F (x, y) is ‘nicer’ again then we
can show that Γ has a unique fixed point and so (7) has a unique solution. This
has probably been the case in all the differential equations which you looked at
in MS2002.

5. Linear Algebra (with unexplored connections to Multivariable Calculus &
Geometry) Consider the set S = M2(C) of 2×2 matrices with complex valued entries.
Let A be an element of S and consider the function MA : S → S given by

MA(X) = AX, (11)

where the product is matrix multiplication (the M stands form Multiplication). We
consider the family of dynamical systems {(MA, S) : A ∈ M2(C)} generated by the
family of mappings A 7→ MA.

(a) Find a matrix X0 that is a fixed point for all of these dynamical systems.

(b) Find a matrix A such that all matrices are fixed points under the iterator function
MA.

(c) Show that all X0 ∈ M2(C) are period 2 point for MA where

A =

(
0 1
1 0

)
.

Find an example of an X0 such that X0 is prime period 2.

(d) Prove that all matrices are period 4 points for

A =

(
i 0
0 i

)
,

and

B =

(
0 1
−1 0

)
.

(e) Define

A =

(
a b
c d

)
.

The adjoint or conjugate transpose of A is given by

A∗ =

(
ā c̄
b̄ d̄

)
.
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If a matrix A has the property that A∗ = A and all of the eigenvalues of A are
positive real numbers then A is said to be positive. In this case there is a unique
positive matrix

√
A such that (

√
A)2 = A. Show that if X0 is a fixed point of the

iterator function MA (A positive), that X0 is a period 4 point of M√√
A
.

(f) Show that all matrices are points are eventually zero for MA for

A =

(
0 1
0 0

)
;

and eventually fixed for

B =

(
1 1
0 0

)
.

(g) Suppose that A is a diagonal matrix with diagonal entries µ and λ such that
|µ| < 1 and |λ| < 1. Describe the limiting behaviour for any X0 ∈ M2(C).

(h) Show that if A is invertible and X0 is invertible then the orbit of X0 contains
invertible matrices only.

(i) Suppose that A is invertible and suppose that

Y =

(
1 2
3 4

)
is the 100th iterate of MA, M100

A (X0). For how many seeds X0 ∈ M2×2(C) is
Y = M100

A (X0)?

(j) Suppose that PN = I2 for some N ∈ N and let A = XPX−1. Show that X is a
period N point of MXPX−1 .

6. History of Mathematics
Write a (greater than) 1,000 word essay on the elements and mathematics of weather
forecasting with a particular emphasis on how chaos theory limits the range of accurate
prediction. Feel free to use any references in the library, online or otherwise. You do not
have to accede to a particular referencing standard although I do expect a bibliography
and quotation marks (or similar) are required when a passage is taken directly from a
reference3.

3I will be conducting a random check for plagiarism so be warned
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